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3 Credits 

MODULE-I: 
 
Introduction to TensorFlow :Computational Graph, Key highlights, Creating a Graph, 
Regression example, Gradient Descent, TensorBoard, Modularity, Sharing 
Variables,KerasPerceptrons: What is a Perceptron, XOR Gate  
 
MODULE-III: 
 
Activation Functions : Sigmoid,ReLU, Hyperbolic Fns,Softmax Artificial Neural Networks : 
Introduction, Perceptron Training Rule, Gradient Descent Rule  
 
MODULE-II: 
 
Gradient Descent and Backpropagation: Gradient Descent, Stochastic Gradient Descent, 
Backpropagation, Some problems in ANN Optimization and Regularization :Overfitting and 
Capacity, Cross Validation, Feature Selection, Regularization, Hyperparameters  
 
MODULE-IV: 
 
Introduction to Convolutional Neural Networks: Introduction to CNNs, Kernel filter, Principles 
behind CNNs, Multiple Filters, CNN applications Introduction to Recurrent Neural Networks: 
Introduction to RNNs, Unfolded RNNs, Seq2Seq RNNs, LSTM, RNN applications 
 
MODULE-V: 
 
Deep Learning applications: Image Processing, Natural Language Processing, Speech 
Recognition, Video Analytics  
 
Book  

1. Goodfellow, I., Bengio,Y., and Courville, A., Deep Learning, MIT Press, 2016.  
 

2. Bishop, C. ,M., Pattern Recognition and Machine Learning, Springer, 2006.  
3. Yegnanarayana, B., Artificial Neural Networks PHI Learning Pvt. Ltd, 2009. 
4. Golub, G.,H., and Van Loan,C.,F., Matrix Computations, JHU Press,2013. 
5. Satish Kumar, Neural Networks: A Classroom Approach, Tata McGraw-Hill Education, 

2004. 
 


